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Adaptive Mesh Refinement Method for Optimal Control Using
Decay Rates of Legendre Polynomial Coefficients

Fengjin Liu, William W. Hager, and Anil V. Rao

Abstract— An adaptive mesh refinement method for solving
optimal control problems is described. The method employs
orthogonal collocation at Legendre–Gauss–Radau points. Accu-
racy in the method is achieved by adjusting the number of
mesh intervals, the polynomial degree within each mesh interval,
and, when possible, reducing the mesh size. The decision to
increase the degree of the polynomial within a mesh interval or to
create new mesh intervals is based on the decay rate of the
coefficients of a Legendre polynomial approximation of the
state as a function of the index of the Legendre polynomial
expansion. The polynomial degree in a mesh interval is increased
if the Legendre polynomial coefficient decay rate exceeds a
user-specified threshold. Otherwise, the mesh interval is divided
into subintervals. The method developed in this brief is then
demonstrated on two examples, one of which is a practical
problem in aircraft performance optimization. It is found that
the approach developed in this brief is more efficient, is simpler
to implement, and requires the specification of fewer user-defined
parameters when compared with recently developed adaptive
mesh refinement methods for optimal control.

Index Terms— Collocation methods, Legendre polynomials,
mesh refinement, optimal control.

I. INTRODUCTION

D IRECT collocation methods for solving a continuous
optimal control problem are implicit simulation meth-

ods where the state and control are parameterized and the
constraints in the continuous optimal control problem are
enforced at a specially chosen set of collocation points. The
approximation obtained using collocation results in a finite-
dimensional nonlinear programming problem (NLP) [1] and
the NLP is then solved using a well-known software [2].
Traditional direct collocation methods take the form of an
h method (for example, Euler or Runge–Kutta methods),
where the domain of interest is divided into a mesh, the
state is approximated using the same fixed-degree polyno-
mial in each mesh interval, convergence is achieved by
increasing the number and placement of the mesh points [1].
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In contrast to an h method, in recent years so called p meth-
ods have been developed. In a p method, the number of
intervals is fixed and convergence is achieved by increasing
the degree of the polynomial approximation in each interval.
In order to achieve maximum effectiveness, p methods have
been developed using collocation at Gaussian quadrature
points [3]–[5]. For problems whose solutions are smooth and
well-behaved, Gaussian quadrature collocation converges at
an exponential rate [6]–[10]. Gauss quadrature collocation
methods use either Legendre–Gauss [4], Legendre–Gauss–
Radau (LGR) [5], or Legendre–Gauss–Lobatto [3] points.

Various h or p direct collocation methods have been devel-
oped previously. Gong et al. [11] describe a p method that
used a differentiation matrix to identify potential disconti-
nuities in the solution. Zhao and Tsiotras [12] develop an
h method that uses a density function to generate a sequence
of nondecreasing size meshes on which to solve the optimal
control problem. Betts [1] develops an error estimate for the
state using a low-order h method based on the difference
between the integration of the dynamics and the integration
of the time derivative of the state. Different from all of this
previous research where the order of the method is fixed and
the mesh can only increase in size, in the method of this brief,
the degree of the polynomial approximation is varied and the
mesh size can be reduced.

Although h methods have been used extensively and
p methods are useful on certain types of problems, both the h
and p approaches have limitations. In the case of an h method,
it may be required to use an extremely fine mesh to improve
accuracy. In the case of a p method, it may be required
to use an unreasonably large degree polynomial to improve
accuracy. In order to reduce significantly the size of the finite-
dimensional approximation, and thus improve computational
efficiency of solving the NLP, in recent years, the new class
of hp collocation methods has been developed for solving an
optimal control problem. In an hp method, both the number of
mesh intervals and the degree of the approximating polynomial
within each mesh interval are allowed to vary. While hp
adaptive methods can be developed using classical discretiza-
tions (for example, using a Runge–Kutta method where the
order of the method in a mesh interval can be varied),
employing Gaussian quadrature has advantages over classical
approaches. First, exponential convergence can be achieved
by increasing the degree of the polynomial approximation
in segments where the solution is smooth. Second, Runge
phenomenon (where the error at the ends of a mesh interval
becomes very large as the polynomial degree is increased)
is eliminated using a Gaussian quadrature. Third, less mesh
refinement needs to be performed using a Gaussian quadrature
when compared with a classical method, because the mesh
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only needs to be refined in segments where smoothness is lost.
While hp methods were originally developed as finite-element
methods for solving partial differential equations [13], in the
past few years, hp methods have been extended to optimal
control and a convergence theory for these methods has been
established [6]–[10].

In this brief, a novel hp-adaptive mesh refinement method
for optimal control is developed. The novelty of the method
described in this brief lies in the result that was proven
in [14]. Specifically, [14] proved that the error in a Legendre
polynomial approximation of an analytic function decays as
a function of the polynomial degree at the same rate as
the Legendre polynomial coefficients used in the approxi-
mation (it is noted that the result of [14] was introduced
in [15], while an hp method for solving elliptic partial
differential equations was developed in [16] based on the
result of [15]). The hp mesh refinement method of this
brief is then developed using the following approach that
employs the rigorously proven result of [14]. First, using
the result in [14], the decay rate of the state within a mesh
interval is estimated to be the decay rate of the Legendre
polynomial coefficients within the mesh interval. If the decay
rate within the mesh interval is larger than a user-specified
threshold decay rate, then the state in the mesh interval is
assumed to be an analytic function and the degree of the
approximating polynomial is increased. If, on the other hand,
the decay rate within the mesh interval is smaller than the
user-specified threshold decay rate, then the state within the
mesh interval is assumed to be a non-analytic function and the
mesh interval is divided into subintervals. The novelty of the
method described in this brief lies in the fact that it enables
utilizing the exponential convergence of a Gauss quadrature
when the state is estimated to be an analytic function and
creates new mesh intervals only when the state is estimated
to be non-analytic. Moreover, the method is straightforward
to implement, making it usable in practical optimal control
problems. To demonstrate its utility, the method is applied
to two examples where the second example is a nontrivial
minimum-time supersonic aircraft climb optimal control prob-
lem. It is found that the approach developed in this brief
is more efficient, is simpler to implement, and requires the
specification of fewer user-defined parameters when compared
with recently developed adaptive mesh refinement methods for
optimal control.

This brief is organized as follows. Section II describes the
basis of the new hp-adaptive method based on the decay
rate of the Legendre polynomial coefficients. Section III
describes the optimal control problem in Bolza form, while
Section IV describes the LGR collocation method. Section V
describes the new hp-adaptive method developed in this brief
based on the approach developed in Section II. Section VI
provides the steps that comprise the hp-adaptive algorithm
based on the components described in Section V. Section VII
demonstrates the hp-adaptive method on two examples from
the open literature and compares the results obtained with
this method with the results obtained using the hp-adaptive
methods in [17] and [18]. Section VIII provides a discussion
of the results. Finally, Section IX provides conclusions on
this research.

II. FOUNDATION OF hp-ADAPTIVE MESH

REFINEMENT METHOD

In this section, we provide the basis for the new hp-adaptive
mesh refinement method described in Section V. The new
hp-adaptive method developed in this brief is motivated by the
comparison study of hp-adaptive methods for elliptic partial
differential equations. In particular, in [14], it has been shown
that the decay rate of a Legendre polynomial approximation
of a piecewise smooth function can be estimated from the
coefficients of the Legendre polynomial approximation. The
relationship established in [14] provides a way to determine
if the function being approximated is smooth or nonsmooth.
If the coefficients decay sufficiently fast as the polynomial
degree is increased, the function is regarded as being smooth
and the approximation error is most effectively decreased by
increasing the degree of the polynomial approximation. On the
other hand, if the decay rate of the Legendre polynomial
coefficients is sufficiently slow, the function is estimated to be
nonsmooth and the error in the approximation is most effec-
tively decreased by dividing the interval into subintervals and
using a piecewise polynomial approximation. In the remainder
of this section, the decay rate of the error in a Legendre
polynomial approximation is derived.

A. Legendre Polynomial Approximation of Functions

Let y(τ ) be a piecewise smooth bounded function on the
interval τ ∈ [−1,+1]. Suppose that it is desired to approx-
imate y(τ ) with a polynomial Y (τ ) of degree N . Arbitrarily,
the polynomial approximation can be expressed in terms of a
basis of N +1 Legendre polynomials Pi (τ ), (i = 0, . . . , N) as

y(τ ) ≈ Y (τ ) =
N∑

i=0

âi Pi (τ ). (1)

In [15], it has been discussed that the decay rate of the
coefficients âi , (i = 0, . . . , N) can be used to estimate the
smoothness of the function y(τ ). In this section, it is shown
that the decay rate of the Legendre coefficients âi , (i = 0,
. . . , N) given in (1) is the same as the decay rate of the
upper bound on the error.

Because y(τ ) is a piecewise smooth bounded
function, it can be represented by the infinite Legendre
polynomial series

y(τ ) =
∞∑

i=0

ai Pi (τ ). (2)

Then, the absolute error in the approximation Y (τ ) of (1)
satisfies the inequality

e = ‖y(τ ) − Y (τ )‖

=
∥∥∥∥∥

∞∑

i=0

ai Pi (τ ) −
N∑

i=0

âi Pi (τ )

∥∥∥∥∥

=
∥∥∥∥∥

∞∑

i=N+1

ai Pi (τ ) +
N∑

i=0

(ai − âi )Pi (τ )

∥∥∥∥∥

≤
∥∥∥∥∥

∞∑

i=N+1

ai Pi (τ )

∥∥∥∥∥ +
∥∥∥∥∥

N∑

i=0

(ai − âi )Pi (τ )

∥∥∥∥∥ (3)
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where || f || = 〈 f, f 〉1/2 is the norm induced by the inner
product

〈 f, g〉 =
∫ 1

−1
f (τ )g(τ )dτ. (4)

Suppose now that the first and second terms in the inequality
of (3) are denoted as et and ea , respectively, that is,

et =
∥∥∥∥∥

∞∑

i=N+1

ai Pi (τ )

∥∥∥∥∥, ea =
∥∥∥∥∥

N∑

i=0

(ai − âi )Pi (τ )

∥∥∥∥∥ . (5)

The quantities et and ea represent the estimates on the
truncation error and the aliasing error, respectively, and are
each estimated as follows. First, using the definition of the
inner product in (4), the Legendre polynomials satisfy the
orthogonality property

〈Pm , Pn〉 =
∫ 1

−1
Pm(τ )Pn(τ )dτ = 2

2n + 1
δmn (6)

where δmn is the Kronecker delta function. Using (6) together
with (5), et and ea are given, respectively, as

et =
∥∥∥∥∥

∞∑

i=N+1

ai Pi (τ )

∥∥∥∥∥ =
[ ∞∑

i=N+1

2a2
i

2i + 1

]1/2

ea =
∥∥∥∥∥

N∑

i=0

(ai − âi )Pi (τ )

∥∥∥∥∥ =
[

N∑

i=0

2(ai − âi )
2

2i + 1

]1/2

. (7)

It has been noted in [19] that often ai ≈ âi , in which case ea

is negligible compared with et . Neglecting ea leads to ai = âi ,
(i = 0, . . . , N). Next, under the assumption that y(τ ) is
analytic in a neighborhood of the interval τ ∈ [−1,+1], it has
been shown in [14] that the Legendre polynomial coefficient
values ai decay like ci10−σ̃ i , σ̃ > 0. Note, however,
that there exists a slightly smaller value σ > 0, such that
ci10−σ̃ i ≤ c10−σ i . Because σ differs from σ̃ only slightly
and the analysis that follows is simpler and more convenient
using the more conservative exponential upper bound, in this
brief, the decay rate of the form c10−σ i is used. As a result,
the Legendre polynomial coefficients can be approximated
using an exponential least-squares fit of the form [15]

Ai = c10−σ i , σ > 0 (8)

to estimate the coefficients |ai |, (i = 0, . . . ,∞) as a function
of i , where σ in (8) approximates the exponential decay
rate in the Legendre polynomial coefficients [14]. Moreover,
estimates of |ai |, (i > N), can be obtained from (8) as

e<

[ ∞∑

i=N+1

2

2i + 1
a2

i

]1/2

<

[ ∞∑

i=N+1

a2
i

]1/2

= c10−σ(N+1)

√
1 − 10−2σ

(9)

where we have used the fact that
∑∞

i=0 a2
i is a geometric

series with a geometric ratio r = 10−2σ . The upper bound
on the error e in (3), denoted ê, is then given as

ê = c10−σ(N+1)

√
1 − 10−2σ

(10)

and is used as the error estimate. It is seen from (8) and (10)
that the coefficients |âi | decrease at the same rate as a function

of i as the error decreases as a function of N . Consequently,
the Legendre coefficients âi , (i = 0, . . . , N) can be used to
estimate the decay rate σ of the error as a function of the
degree of the polynomial approximation given in (1).

B. Assessing Function Smoothness
The decay rate of the Legendre polynomial coefficients

described in Section II-A provides a way to estimate if a
function is smooth or nonsmooth. Based on this estimate, if
σ is sufficiently large, it will be preferable to approximate the
function using a single polynomial, while if σ is sufficiently
small, it may be necessary to employ a piecewise polyno-
mial approximation. Assuming a threshold of significance σ̄ ,
the function is considered to be smooth if σ > σ̄ and is
considered nonsmooth otherwise. Moreover, when σ > σ̄ ,
the approximation is improved by increasing the polynomial
degree, while if σ ≤ σ̄ , the approximation is improved by
dividing the time interval τ ∈ [−1,+1] into subintervals and
using a different polynomial approximation in each subinter-
val. In this section, a brief study is provided that demonstrates
how the decay rate of the Legendre polynomial coefficients
provides an assessment of the smoothness of a function and
further demonstrates the agreement of the Legendre poly-
nomial coefficient decay rate and the upper bound of the
approximation error.

C. Demonstration of Decay Rate Derived in Section II-A
In order to demonstrate the effectiveness of the error

estimate derived in Section II-A, consider the following two
functions on τ ∈ [−1,+1]:

y1(τ ) = exp(τ ), y2(τ ) =
{

1, τ ≥ 0

0, τ < 0.
(11)

It is seen that y1(τ ) is smooth, while y2(τ ) is discontinuous.
Suppose now that y1(τ ) and y2(τ ) are each approximated by
a Legendre polynomial series of the form given in (2). In this
brief, the Legendre polynomial coefficients are constructed by
transforming a Lagrange polynomial approximation

y(τ ) ≈ Y (τ ) =
N+1∑

j=1

Y j � j (τ ), � j (τ ) =
N+1∏

l=1
l �= j

τ − τl

τ j − τl
(12)

where the N + 1 support points of the Lagrange polynomials
� j (τ ), ( j = 1, . . . , N + 1) are the N LGR points [5]
(τ1, . . . , τN ) on [−1,+1] plus the point τN+1 = +1.1 Using
the Lagrange interpolation given in (12), the Legendre coef-
ficients (â0, . . . , âN ) are obtained in terms of the Lagrange
coefficients as⎡

⎢⎢⎢⎣

â0
â1
...

âN

⎤

⎥⎥⎥⎦ =

⎡

⎢⎢⎢⎣

P0(τ1) P1(τ1) . . . PN (τ1)
P0(τ2) P1(τ2) . . . PN (τ2)

...
...

. . .
...

P0(τN+1) P1(τN+1) . . . PN (τN+1)

⎤

⎥⎥⎥⎦

−1

×

⎡

⎢⎢⎢⎣

Y1
Y2
...

YN+1

⎤

⎥⎥⎥⎦. (13)

1It is noted from the property of Lagrange polynomials that Y (τi ) = Yi ,
where τi is a support point of the Lagrange basis given in (12),
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Fig. 1. Base ten logarithm of the Legendre polynomial coefficient magnitudes
of polynomial approximations of functions given in (11). (a) log10 |âi | versus
i of y1(τ ). (b) log10 |âi | versus i of y2(τ ).

Fig. 2. Base ten logarithm of exact errors and upper bounds of error estimates
of polynomial approximations of functions given in (11). (a) log10 ê and
log10 e versus N of y1(τ ). (b) log10 ê and log10 e versus N of y2(τ ).

Fig. 3. Decay rates of Legendre polynomial coefficient magnitudes of
polynomial approximations of functions given in (11).

The coefficients âi , (i = 0, . . . , N) are then used to construct
a least-squares exponential fit of the form given in (8).
Fig. 1 shows log10 |âi | as a function of i and Fig. 2 shows
log10 ê and log10 e as a function of N for the two Legendre
polynomial approximations. Several features can be seen in
the results. First, Fig. 2 shows that the error estimates are in
close proximity to the actual error. Second, it is seen that
the error estimate of the smooth function y1(τ ) converges
rapidly as a function of the polynomial degree. On the other
hand, the error estimate of the discontinuous function y2(τ )
converges slowly using a single polynomial. Furthermore,
Fig. 1 shows the decay rates of the Legendre polynomial
coefficients for different types of functions. The Legendre
coefficients of the approximation of the smooth function (that
is, the Legendre coefficients of Y1(τ )) decay much more
rapidly than the coefficients of approximation Y2(τ )) of the
discontinuous functions. Finally, as shown in Figs. 1 and 2,
the decay rate of the Legendre polynomial coefficients of
any of the functions is in close proximity to the decay rate
of the error in the corresponding function approximation.
Specifically, the decay rates of the errors in y1(τ ) and y2(τ )
in Fig. 2 are 1.17 and 0.03 respectively, which match closely
the decay rates σ1 = 1.09 and σ2 = 0.02 for the Legendre
coefficients with N = 15, as shown in Fig. 3.

III. BOLZA OPTIMAL CONTROL PROBLEM

Without loss of generality, consider the following general
optimal control problem in Bolza form. Determine the state
y(τ ) ∈ R

ny and the control u(τ ) ∈ R
nu on the domain

τ ∈ [−1,+1], the initial time t0 and the terminal time t f

that minimize the cost functional

J = M(y(−1), t0, y(+1), t f )

+ t f − t0
2

∫ +1

−1
L(y(τ ), u(τ ), t (τ, t0, t f )) dτ (14)

subject to the dynamic constraints

dy
dτ

− t f − t0
2

a(y(τ ), u(τ ), t (τ, t0, t f )) = 0 (15)

the inequality path constraints

cmin ≤ c(y(τ ), u(τ ), t (τ, t0, t f )) ≤ cmax (16)

and the boundary conditions

bmin ≤ b(y(−1), t0, y(+1), t f ) ≤ bmax. (17)

It is noted that the time interval τ ∈ [−1,+1] can be
transformed to the time interval t ∈ [t0, t f ] via the affine
transformation

t ≡ t (τ, t0, t f ) = t f − t0
2

τ + t f + t0
2

. (18)

In order to discretize the optimal control problem using an
hp method, the domain τ ∈ [−1,+1] is partitioned into a
mesh consisting of K mesh intervals Sk = [Tk−1, Tk], k =
1, . . . , K , where −1 = T0 < T1 < . . . < TK = +1. The
mesh intervals have the property that

⋃K
k=1 Sk = [−1,+1].

Let y(k)(τ ) and u(k)(τ ) be the state and control in Sk . Using
the transformation given in (18), the Bolza optimal control
problem of (14)–(17) can then be rewritten as follows. Mini-
mize the cost functional

J = M(y(1)(−1), t0, y(K )(+1), t f )

+ t f − t0
2

K∑

k=1

∫ Tk

Tk−1

L(y(k)(τ ), u(k)(τ ), t) dτ (19)

subject to the dynamic constraints

dy(k)(τ )

dτ
− t f −t0

2
a(y(k)(τ ), u(k)(τ ), t) = 0, (k = 1, . . . , K )

(20)

the path constraints

cmin ≤ c(y(k)(τ ), u(k)(τ ), t) ≤ cmax, (k = 1, . . . , K ) (21)

and the boundary conditions

bmin ≤ b(y(1)(−1), t0, y(K )(+1), t f ) ≤ bmax. (22)

Because the state must be continuous at each interior mesh
point, it is required that the condition y(T −

k ) = y(T +
k ), (k =

1, . . . , K − 1), be satisfied at the interior mesh points
(T1, . . . , TK−1).
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IV. LEGENDRE–GAUSS–RADAU COLLOCATION

The multiple-interval form of the continuous-time Bolza
optimal control problem in Section III is discretized using
collocation at LGR points as described in [5], [17], and [20].
In the LGR collocation method, the state of the continuous-
time Bolza optimal control problem is approximated in Sk ,
k ∈ [1, . . . , K ], as

y(k)(τ ) ≈ Y(k)(τ ) =
Nk +1∑

j=1

Y(k)
j �

(k)
j (τ )

�
(k)
j (τ ) =

Nk +1∏

l=1
l �= j

τ − τ
(k)
l

τ
(k)
j − τ

(k)
l

(23)

where τ ∈ [−1,+1], �
(k)
j (τ ), ( j = 1, . . . , Nk + 1), is a

basis of Lagrange polynomials, (τ
(k)
1 , . . . , τ

(k)
Nk

) are the LGR

[5] collocation points in Sk = [Tk−1, Tk), and τ
(k)
Nk+1 = Tk

is a noncollocated point. Differentiating Y(k)(τ ) in (23) with
respect to τ gives

dY(k)(τ )

dτ
=

Nk +1∑

j=1

Y(k)
j

d�
(k)
j (τ )

dτ
. (24)

Defining t(k)
i = t (τ (k)

i , t0, t f ) using (18), the dynamics are
then approximated at the Nk LGR points in mesh interval
k ∈ [1, . . . , K ] as

Nk+1∑

j=1

D(k)
i j Y(k)

j − t f − t0
2

a
(
Y(k)

i , U(k)
i , t(k)

i

) = 0,

(i = 1, . . . , Nk) (25)

where D(k)
i j = d�

(k)
j (τ

(k)
i )/dτ, (i = 1, . . . , Nk ), ( j =

1, . . . , Nk + 1), are the elements of the Nk × (Nk + 1) LGR
differentiation matrix [5] in mesh interval Sk , k ∈ [1, . . . , K ].
The LGR discretization then leads to the following NLP.
Minimize

J ≈ M(
Y(1)

1 , t0, Y(K )
NK +1, t f

)

+
K∑

k=1

Nk∑

j=1

t f − t0
2

w
(k)
j L(

Y(k)
j , U(k)

j , t(k)
j

)
(26)

subject to the collocation constraints of (25) and the constraints

cmin ≤ c
(
Y(k)

i , U(k)
i , t(k)

i

) ≤ cmax, (i = 1, . . . , Nk ) (27)

bmin ≤ b
(
Y(1)

1 , t0, Y(K )
NK +1, t f

) ≤ bmax (28)

Y(k)
Nk+1 = Y(k+1)

1 , (k = 1, . . . , K − 1) (29)

where N = ∑K
k=1 Nk is the total number of LGR points

and (29) is the continuity condition on the state and is enforced
at the interior mesh points (T1, . . . , TK−1) by treating Y(k)

Nk+1

and Y(k+1)
1 as the same variable in the NLP.

Finally, it is noted that the mesh refinement method devel-
oped in this brief requires an estimate of the solution error on
the current mesh. In this brief, the approach for estimating the
solution relative error is taken from [17]. The relative error
approximation derived in [16] is obtained by comparing two

approximations to the state, one with higher accuracy. The key
idea is that for a problem whose solution is smooth, an increase
in the number of LGR points should yield a state that
more accurately satisfies the dynamics. Hence, the difference
between the solution associated with the original set of LGR
points and the approximation associated with the increased
number of LGR points should yield an approximation of the
error in the state. The details of this relative error estimate
are beyond the scope of this brief and the reader is referred
to [17] for the details.

V. hp-ADAPTIVE MESH REFINEMENT METHOD

After solving the NLP arising from the aforementioned LGR
collocation method on mesh M , the maximum relative error
estimate is computed in each mesh interval using the method
mentioned at the end of Section IV and as described in [17].
If the maximum relative error in any mesh interval exceeds a
user-specified accuracy tolerance, ε, then the mesh interval is
modified either by increasing the degree of the approximating
polynomial in the mesh interval or by dividing the mesh
interval into smaller intervals. In this brief, the criteria for
modifying the mesh is based on the approach described in
Section II. In particular, if the coefficients of a Legendre
polynomial approximation of the state decay at a rate faster
than a user-defined decay rate, then the polynomial degree is
increased, as described in Section V-A. On the other hand,
if the Legendre polynomial coefficients decay at a rate slower
than the user-defined decay rate, then the mesh interval is
divided into subintervals as described in Section V-B. In addi-
tion to increasing the size of the mesh, using the procedure
in [18], the mesh size can be reduced if the maximum relative
error is less than the mesh refinement accuracy tolerance in
one or more adjacent mesh intervals. A brief description of
the mesh size reduction procedure is given in Section V-C.

A. Method for Increasing Polynomial Degree

Suppose now that the error tolerance in a given mesh inter-
val Sk has not been met and that the decay rate of Legendre
coefficients is greater than σ̄ . In this case, the solution in the
mesh interval is regarded as smooth in Sk and, if possible,
the degree of the polynomial approximation used on mesh
M + 1 is increased in order to reduce the solution error. Let
e(M)

k denote the error on interval Sk of mesh M . Treating the
upper bound of the error estimate in (10) as e(M)

k gives the
relationship

e(M)
k = c√

1 − 10−2σ
10−σ

(
N (M)

k +1
)
. (30)

Furthermore, assume for the ensuing mesh M + 1 that it is
desired to achieve a maximum relative actual error accuracy
ε. Again, using the upper bound of the error estimate in (10)
as the actual error estimate gives

ε = c√
1 − 10−2σ

10−σ
(

N (M+1)
k +1

)
. (31)

Equations (30) and (31) can then be solved for N (M+1)
k to give

N (M+1)
k = N (M)

k +
log10

(
e(M)

k
ε

)

σ
(32)
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where the value of σ is computed using the method in
Section II. Now, in order to obtain a strict increase in the
number of collocation points in Sk on mesh M + 1, the result
of (32) is replaced with

N (M+1)
k =

⎡

⎢⎢⎢⎢
N (M)

k +
log10

(
e(M)

k
ε

)

σ

⎤

⎥⎥⎥⎥
(33)

where ·� replaces the argument with the next highest integer.

B. Method for Dividing a Mesh Interval
Assume now that the decay rate of Legendre coefficients

is less than σ̄ on the current mesh and that the mesh inter-
val needs to be divided. If the decay rate of the Legendre
coefficients σ is close to zero, which indicates that the error
converges very slow, the small σ will result in a large mesh
size on mesh M + 1. To avoid creating an unnecessarily large
mesh, the threshold σ̄ is used to determine the number of
subintervals on the next mesh. The sum of the number of
collocation points in the newly created mesh intervals should
equal the predicted polynomial degree for the next mesh
in (32) using σ̄ . The sum of the number of collocation points
in the newly created mesh intervals is obtained as

Ñk = N (M)
k +

log10

(
e(M)

k
ε

)

σ̄
. (34)

Each newly created subinterval on mesh M + 1 contains
the same number collocation points on mesh M . Using this
strategy, the number of subintervals, Hk , into which Sk is
divided is computed as

Hk =
⌈

Ñk

N (M)
k

⌉
. (35)

C. Mesh Size Reduction
In addition to the two strategies described in

Sections V-A and V-B for increasing the size of the
mesh, the mesh refinement method in this brief also allows
for reducing the size of the mesh using the method in [18].
As described in [18], the mesh size can be reduced by
either reducing the number of collocation points in a mesh
interval or by reducing the number of mesh intervals. Refer
to [18] for complete details of the mesh reduction method
employed in this brief.

VI. hp-ADAPTIVE ALGORITHM

The hp-adaptive mesh refinement method that arises from
Section V is summarized in Fig. 4, where M denotes the mesh
refinement iteration. The algorithm terminates in Step 4 when
the error tolerance is satisfied or when a prescribed maximum
number of mesh refinement iterations, Mmax, is attained.

VII. EXAMPLES

The hp-Legendre mesh refinement method described in
Section V is now applied to two examples and the performance
of this method is compared with the previously developed
ph and hp methods described in [17] and [18], respec-
tively. The following terminology is used in the forthcoming

Fig. 4. hp-Legendre mesh refinement method.

analysis. First, M denotes the number of mesh refinement
iterations (M = 0 corresponds to the initial mesh), while
N and K denote the total number of LGR collocation points
and the number of mesh intervals, respectively. All results
were obtained with the MATLAB optimal control software
GPOPS − II [21] using the NLP solver SNOPT [2] and
an optimality tolerance of 10−7 with NLP solver derivatives
computed using the MATLAB algorithmic differentiation tool
AdiGator [22]. No upper limit is imposed on the allowable
polynomial degree in a mesh interval, but the number of
mesh refinements is limited to 25. In each example, the initial
mesh consists of ten uniformly spaced mesh intervals and four
collocation points per mesh interval, and the initial guess for
all examples is a straight line for variables with boundary
conditions at both endpoints and is a constant for variables
with boundary conditions at only one endpoint. All computa-
tions were performed on a 2.3-GHz Intel Core i7 MacBook
Pro running MAC OS-X version 10.10.4 (Yosemite) with
16-GB 1600-MHz DDR3 of RAM and MATLAB Version
R2014b (build 8.4.0.150421) and the CPU times reported are
ten-run averages (excluding the time required to solve the NLP
on the first mesh).

Example 1 (Minimum-Time Reorientation of a Robot Arm):
Consider the following minimum-time reorientation of a robot
arm taken from [23]. The objective is to move an arm from
an initial position with zero velocity to a final position with
zero velocity while minimizing the time taken to perform the
maneuver. Mathematically, the problem is stated as follows.
Minimize J = t f subject to

ÿ1 = u1/L, ÿ2 = u2/Iθ , ÿ3 = u3/Iφ
|ui | ≤ , (i = 1, 2, 3) (36)

and the boundary conditions

(y1(0), y1(t f )) = (9/2, 9/2), (ẏ1(0), ẏ1(t f )) = (0, 0)

(y2(0), y2(t f )) = (0, 2π/3), (ẏ2(0), ẏ2(t f )) = (0, 0)

(y3(0), y3(t f )) = (π/4, π/4), (ẏ3(0), ẏ3(t f )) = (0, 0) (37)

where L = 5, Iφ = ((L − y1)
3 + y3

1)/3, and Iθ = Iφ sin2(y5).
It is known for this problem that the control components u1,
u2, and u3 take the value +1 on the intervals [2.286, 6.855],
[0, 4.570], and [2.827, 6.385], respectively, and take the
value −1 otherwise [that is, the control is discontinuous at
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Fig. 5. Mesh refinement history for Example 1 using the hp-Legendre
method (σ̄ = 0.25) with an accuracy tolerance ε = 10−7. (a) hp-Legendre
(σ̄ = 0.25) mesh point history. (b) hp-Legendre (σ̄ = 0.25) collocation point
history.

t = (2.286, 2.827, 4.570, 6.385,6.855)]. Fig. 5(a) shows
the evolution of the mesh points for this example using the
hp-Legendre method with σ̄ = 0.25. It is seen that on the first
mesh iteration (M = 1), a few mesh points are added to the
intervals that contain the discontinuities, and the first, third,
and fifth discontinuities are accurately located. From the sec-
ond mesh iteration (M = 2) to the final mesh iteration, more
mesh intervals are added in the neighborhoods of the second
and fourth discontinuities and no mesh interval is added to
the segments [0, 2] and [7, t f ], where the solution is smooth.
The manner in which the mesh evolves demonstrates that
the decay rate of the Legendre polynomial coefficients (used
as the basis of the method) is effective in identifying the
regions of smoothness and regions where discontinuities in the
solution exist. For this example, the decay rate of the Legendre
polynomial coefficients, σ , is less than the threshold σ̄ = 0.25
in the neighborhoods of the discontinuities and is greater than
the threshold σ̄ = 0.25 in the segments [0, 2] and [7, t f ],
where the solution is smooth. Because the decay rate of the
Legendre polynomial coefficients is below the threshold near
the discontinuities, in these segments, the solution error is
reduced by creating new mesh intervals. Contrariwise, because
the decay rate of the Legendre coefficients is larger than
the threshold in the segments [0, 2] and [7, t f ], the error
in these segments is reduced by increasing the degree of
the polynomial approximation. Thus, the hp-Legendre appro-
priately increases the degree of the approximating polyno-
mial or refines the mesh in the regions where the solution
is smooth and nonsmooth, respectively. Corresponding to the
estimated decay rate, the mesh points are placed more sparsely
in segments where the solution is smooth and are placed more
densely in regions where the solution is nonsmooth.

Next, the computational efficiency and mesh size of the
hp-Legendre method are compared with the computational
efficiency and mesh size of the ph method in [17] and the
hp method in [18]. Table I shows the performance of the
various hp-Legendre methods alongside the ph method and
the hp method for ε = (10−7, 10−8, 10−9). First, it is seen that
using the ph method, the number of mesh iterations required
to meet the mesh refinement accuracy tolerance ε = 10−7 is
much greater (where M = 24) than that using the hp-Legendre
method [where M = (4, 5, 6, 6) for σ̄ = (0.25, 0.5, 0.75, 1),
respectively]. In the ph method, the error is decreased most
often by increasing the polynomial degree as opposed to creat-
ing new mesh intervals. In this example, however, the error is
the largest near the discontinuities in the control. As a result,

TABLE I

PERFORMANCE OF THE hp-LEGENDRE, ph , AND
hp METHODS FOR EXAMPLE 1

increasing the polynomial degree in these segments results in
a slow decrease in the error. Thus, the CPU time required
to solve the problem using the hp-Legendre methods is less
than using the ph method. Moreover, as the tolerance gets
tighter [ε = (10−8, 10−9)], the ph method fails to solve the
problem. Next, it is seen from Table I that for ε = 10−8,
the number of mesh iterations required to meet the mesh
refinement accuracy tolerance using the hp method (where
M = 5) is the least among all the methods, but the CPU
time is the largest. The CPU time is the largest using the
hp method, because the number of collocation points in a
single mesh interval obtained from the hp method is extremely
large (reaching values as large as 120), because the upper
bound on the LGR convergence rate (used as the basis of
the hp method) results in an extremely large estimate for the
required polynomial degree. On the other hand, the growth in
the polynomial degree using the hp-Legendre method is much
slower than that of the hp method, because the new value of
the polynomial degree computed from (33) will be signifi-
cantly smaller than the value computed by the hp method.
Furthermore, it is seen for this example that in all the cases,
the final mesh size obtained by the hp-Legendre method is
smaller than the final mesh size obtained by the hp method,
while the number of mesh iterations required to meet the mesh
refinement accuracy tolerance, ε, is approximately the same for
either method. Interestingly, it is also seen that the hp-method
is more computationally efficient than the hp method as ε
decreases. Thus, the CPU time using the hp-Legendre method
grows more slowly as the demand for accuracy increases when
compared with the hp method.

Example 2 (Minimum-Time Supersonic Aircraft Climb):
Consider the following problem of minimizing the time
required to transfer a supersonic aircraft from takeoff to a
terminal altitude and speed. This optimal control problem,
taken from [24], which uses the model in [25], is stated as
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Fig. 6. Solution of Example 2 using the hp-Legendre method (σ̄ = 0.5)
with an accuracy tolerance ε = 10−7. (a) y1(t) versus t . (b) y2(t) versus t .
(c) y3(t) versus t . (d) u(t) versus t .

follows. Minimize J = t f subject to

ḣ = v sin γ, v̇ = T − D

m
− g sin γ, γ̇ = g

u − cos γ

v
(38)

the boundary conditions

(h(0), h(t f )) = (0, 20) km

(v(0), v(t f )) = (0.1293, 0.2951) km · s−1

(γ (0), γ (t f )) = (0, 0) rad (39)

and the state inequality path constraints

h(t) ≥ 0, < γ (t) ≤ π/4 (40)

where h is the altitude, v is the speed, γ is the flight path angle,
T = T (h, M) is the thrust force, D = D(h, M) is the drag
force, u is the load factor (which is the vertical component
of the lift), g is the acceleration due to gravity, M = v/a
is the Mach number, and a = a(h) is the speed of sound.
This example is a challenging real-world application where the
thrust and the drag are obtained from two-dimensional poly-
nomial fits of tabular data and the speed of sound is obtained
from a one-dimensional polynomial fit of tabular data. It is
noted that expressions for T , D, and a are obtained from the
data given in [25], and the solution to this problem is shown
in Fig. 6. It is shown in Fig. 6 that the solution is least smooth
in the segments where the one or both of the state inequality
constraints are active. As a result, one would expect the
hp-Legendre method to place mesh points near the switches
in the activity of path constraints. Examining Fig. 7(a), where
the hp-Legendre method is implemented with ε = 10−7 and
σ̄ = 0.5, it is seen that the hp-Legendre method progressively
increases the number of mesh points in the region near the
path constraint activity. First, it is seen that on the first mesh
iteration (M = 1), mesh points are added to the segment
t ∈ [0, 40], where the two aforementioned path constraints are
active. As the mesh refinement proceeds, more mesh points are
added to the segment where the path constraints are active and
the decay rate of the Legendre polynomial coefficients drops

Fig. 7. Mesh refinement history for Example 2 using the hp-Legendre
method (σ̄ = 0.5) with an accuracy tolerance ε = 10−7. (a) hp-Legendre
(σ̄ = 0.5) mesh point history. (b) hp-Legendre (σ̄ = 0.5) collocation point
history.

below σ̄ = 0.5, because the solution in the resulting mesh
intervals becomes nonsmooth. Now, although at the start of the
mesh refinement a few mesh points are added in the segment
t ∈ [50, 70] (where the solution is smooth), from the second
mesh iteration (M = 2) onward, no more mesh points are
placed in this region. Second, it is seen that the mesh points
are placed sparsely in the segment t ∈ [70, 110] (again, where
the solution is smooth), and new mesh intervals are not created
in this segment. As a result, in the segment t ∈ [70, 110],
the error in the solution is decreased only by increasing the
polynomial degree in the existing mesh intervals.

The computational efficiency and mesh size of hp-Legendre
mesh refinement method is now compared against the previ-
ously developed ph method in [17] and the hp method of [18],
and Table II summarizes the results using mesh refinement
accuracy tolerances ε = (10−7, 10−8, 10−9). First, it is noted
that the ph method fails to solve this example with all the
values of ε. Second, it is seen from Table II that for ε = 10−7,
the hp method requires eight mesh refinement iterations to
achieve the required accuracy, while the hp-Legendre method
requires less than eight mesh refinement iterations for all val-
ues of σ̄ . Furthermore, ε = (10−8, 10−9), and the hp method
fails because the maximum polynomial degree obtained from
the hp method is 814 in at least mesh interval, while the
maximum polynomial degree for the hp-Legendre method
is only 22. Thus, while the hp is an improvement over the
ph method, the hp-Legendre method performs significantly
better than the hp method.

VIII. DISCUSSION

The examples illustrate different features of the
hp-Legendre mesh refinement method. The first example
shows that the method accurately locates discontinuities due
to the prediction of nonsmoothness in the solution from the
slow decay rate of the Legendre polynomial coefficients.
The second example shows that the hp-Legendre mesh
refinement strategy can detect nonsmoothness of the problem
that includes active state path constraints. In addition, in the
examples, the largest polynomial degree attained using the
hp-Legendre method was 25, which is quite reasonable and
made it unnecessary to place an upper limit on the polynomial
degree. In fact, the increase in the polynomial degree, defined
by the term log10(e/ε)/σ in (33), will never be very large.
On the other hand, because the polynomial degrees obtained
by the ph and hp methods were larger polynomial than those
of the hp-Legendre method, the ph method was unable to
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TABLE II

PERFORMANCE OF THE hp-LEGENDRE, ph , AND
hp METHODS FOR EXAMPLE 2

attain the required mesh refinement accuracy tolerance or did
so while requiring a polynomial degree as large as 183.
Next, while the number of mesh intervals created by the hp
and hp-Legendre methods was similar when nonsmoothness
was detected, the highest polynomial degree attained by the
hp method was an extremely computationally ineffcient value
of 814. Finally, it is noted that the hp-Legendre method is
much simpler to implement than the hp method, because it
does not require initialization by comparing the solution on
two meshes and is based on a simple computation of a decay
rate of Legendre polynomial coefficients.

IX. CONCLUSION

An adaptive mesh refinement method for solving optimal
control problems has been described. The method modifies
the mesh either by increasing the polynomial degree within a
mesh interval or by dividing a mesh interval into subintervals.
The decision to increase the degree of the polynomial within
a mesh interval or to create new mesh intervals is based on
the decay rate of the coefficients of a Legendre polynomial
approximation of the state as a function of the index of the
Legendre polynomial expansion, where it has been shown
that the decay rate of these coefficients is the same as the
decay rate on the upper bound of the state approximation
error. In addition, the method allows for mesh size reduction
using a previously developed mesh reduction technique. The
foundation of the method has been provided, the key com-
ponents of the method have been described, and the method
has been demonstrated on two examples. It is found that the
approach developed in this brief is more efficient, simpler to
implement, and requires the specification of fewer user-defined
parameters when compared with recently developed adaptive
mesh refinement methods for optimal control.
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